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Abstract—We are interested in the coverage path planning problem with imperfect sensors, within the context of robotics for mine countermeasures. In the studied problem, an autonomous underwater vehicle (AUV) equipped with sonar surveys the bottom of the ocean searching for mines. We use a cellular decomposition to represent the ocean floor by a grid of uniform square cells. The robot scans a fixed number of cells sideways with a varying probability of detection as a function of distance and of seabed type. The goal is to plan a path that achieves the minimal required coverage in each cell while minimizing the total traveled distance and the total number of turns. We propose an off-line hybrid algorithm based on dynamic programming and on a traveling salesman problem reduction. We present experimental results and show that our algorithm’s performance is superior to published results in terms of path quality and computational time, which makes it possible to implement the algorithm in an AUV.

I. INTRODUCTION

We are interested in the coverage path planning (CPP) problem in the context of deploying mobile autonomous underwater vehicles (AUVs) for mine countermeasures (MCM). Our specific application consists of planning the path of an AUV from the REMUS family of vehicles [1], designed to swim long distances at constant speed and altitude with infrequent turns, and with no or very little capacity to sense and avoid obstacles [2]. Our AUV is fitted with a navigation system to adjust its position. It is also equipped with sidescan sonar to search for mines on the bottom of the ocean [3]. Without loss of generality, we assume that there are no blind spots, since the use of “gap filler” forward looking sonars has become prevalent. We assume imperfect sensors where the conditional probability of detecting a target of interest given that it is within the sensor’s range is less than 100% [4], imperfect sensitivity and perfect specificity (no false positives). This conditional probability of detection can be interpreted as the degree of coverage resulting from sensor or actuator imperfectness [5]. While traveling on a path segment, the AUV surveys a fixed distance sideways with a varying conditional probability of detection that depends on the seabed type of the surveyed region (e.g., complex seabed, sand ripples, flat seabed), and on the range of the sensor. A given minimal coverage (minimal conditional probability of detection) must be achieved over the whole area of interest for the path to be feasible.

CPP problems are often solved in order to plan an agent’s (or multiple agents) path in such a way to guarantee complete coverage [6], or in the case of imperfect sensors, a minimal required coverage [7]. In complete CPP problems with perfect sensors, a cell is fully covered after a single scan and no further visits are needed. Complete CPP problems (also known as area covering, or region filling) arise in many practical applications, e.g., minesweeping [8], [9], seabed surveys in harbors and waterways [2], robotic mowing, harvesting and ploughing in agricultural applications [10], marine habitat planning [11], and floor cleaning [12].

A CPP problem is different from classical path planning problems where the robot moves from an initial point to a known destination. It is also different from optimal detection search problems for search and rescue or surveillance [13], [14]. In detection search theory, the goal is often to plan a path that maximizes the global probability of finding a search object (e.g., survivor, crashed plane, lost vessel). In these problems, the search stops after detection and the probability distribution of the whereabouts of the search object is often known a priori. In most CPP problems, the objective is to attain a complete coverage of the whole environment. Furthermore, in CPP, the whereabouts of objects locations are often unknown, although some authors assume a priori knowledge of targets locations [15], [16], [17].

Time to completion is an important issue. Longer paths to cover an area take more time. Turning also takes more time and may increase navigational errors [18]. Therefore, the goal is to find a feasible path that minimizes the total traveled distance and the total number of turns.

This paper is organized as follows. We discuss related work in section II. Section III formalizes our problem in the context of underwater minesweeping operations. Section IV describes our novel hybrid algorithm based on dynamic programming and on a traveling salesman problem (TSP) reduction. Section V presents, compares and discusses our experimental results. We conclude in section VI.

II. RELATED WORK

Most path planning algorithms use a discretized representation of the continuous environment. In a cellular decomposition, the continuous environment is divided in a set of uniform or non-uniform cells [19]. Uniform cellular decompositions involve grids where cells have the same size. If the environment contains obstacles, we have an occupancy...
Such a decomposition technique is considered to be approximate since some cells may be partially obstructed and some parts of the environment may not be fully covered.

In a non-uniform cellular decomposition the constraint on the cell size is relaxed. These include trapezoidal decomposition, boustrophedon decomposition (both exact), and recursive cellular decomposition (approximate). In a CPP, when the cellular decomposition results in cells that are larger than the range of the sensor, a lawn mower pattern is often assumed in the cells [18]. Depending on the discretization scale and on the range of the sensor, whether limited to its circumference, extended, or infinite, distant cells may or may not be surveyed. When the environment is known a priori, the problem may be formulated as an off-line CPP problem. Otherwise, we have an on-line CPP problem where the agent must discover its environment. For on-line CPP problems a sensor-based approach [18] is used, i.e., the robot uses its sensors to acquire knowledge on its environment. In our case, since the seabed map is available as a grid of uniform square cells, we have an off-line CPP problem where the discretization scale is such that the side of a cell is not larger than the sonar’s range.

There exists a large body of literature on path planning in robotics, mostly for ground robotics in four general areas: navigation, coverage, localization and mapping. CPP methods and path planning for navigation are reviewed in [18] and [21] respectively.

The problem presented in this paper differs from classical CPP problems in three ways: First, the sensors are imperfect; and second, the range of detection is not limited to the location of the AUV and varies with the distance separating it from the scanned area, and with the seabed type. Third, we do not require perfect coverage, we rather must ensure a minimum coverage level everywhere in the area of interest. We call this formulation, the CPP with imperfect extended detection (CPPIED). To our knowledge, the only published work on this formulation is that of [7]. He presented the advantages and disadvantages of existing approaches and concluded that none of them was suitable for the CPPIED. He proposed the heterogeneous coverage path planning (HCPP) algorithm for planning an AUV’s path, a highly instance dependent heuristic that must be fine-tuned in a trial and error fashion.

As the CPPIED problem deals with a required coverage in all cells, we also need to distinguish it from the multirobot-controlled frequency coverage (MRCFC) problem [22]. The two problems are similar in that many visits will be needed in each location (cell). However, the goal of the former is to achieve the required coverage in each cell whereas the goal of the latter is to be as close as possible to the prescribed relative frequency of visits.

III. THE CPPIED PROBLEM

Let $T$ be the set of seabed types, for example, flat or ripple sand. The ocean is represented by a $m \times n$ matrix $O$ such that $O_{ij} \in T$ is the seabed type in the cell $(i, j)$. The cell $(1, 1)$ is located in the upper left corner of the grid. The position of the robot is defined by $(i, j, \text{dir})$ where $(i, j)$ is a grid cell and \text{dir} $\in \{\text{north, south, east, west}\}$ is the direction in which the robot is pointing. The robot moves on the grid lines between the cells. A robot pointing north or south in cell $(i, j)$ is located in the middle of the vertical line between cells $(i, j)$ and $(i, j + 1)$. A robot pointing east or west in cell $(i, j)$ is located in the middle of the horizontal line between cells $(i, j)$ and $(i + 1, j)$. The robot moves forward one cell at a time (Fig. 1a and 1b). It cannot stop, backup, nor turn around on the spot. However, $90^\circ$ turns while moving forward are allowed (Fig. 1c and 1d). The robot scans 2$r$ cells: $r$ on its left, $r$ on its right. No diagonal scanning occurs while the robot is turning. However, some cells may be scanned a second time just after the turn. Two possible paths and their set of scanned cells are shown on Fig. 2 for range $r = 3$.

The conditional detection probability of a sensor scan in a cell $(i, j)$ (given that a mine is present) is a function $p_{\text{scan}}: \mathbb{N}^+ \times T \rightarrow [0, 1]$ if the distance $d(x, y, i, j)$, in number of cells, between the current robot’s cell $(x, y)$ and the scanned cell $(i, j)$, and of the seabed type $O_{ij}$ of the scanned cell $(i, j)$. For instance, with $T = \{\text{flat (f), ripples (r), complex (c)}\}$ and $r = 3$, the sensor’s conditional detection probabilities are expressed as:

$$p_{\text{scan}} = \begin{bmatrix} p_{\text{scan}(1, c)} & p_{\text{scan}(2, c)} & p_{\text{scan}(3, c)} \\ p_{\text{scan}(1, r)} & p_{\text{scan}(2, r)} & p_{\text{scan}(3, r)} \\ p_{\text{scan}(1, f)} & p_{\text{scan}(2, f)} & p_{\text{scan}(3, f)} \end{bmatrix}.$$  

The current coverage map of a grid environment is represented by a $m \times n$ matrix $C$ where $C_{ij}$ is the achieved conditional detection probability in the cell $(i, j)$. The initial coverage map is the null matrix. After a first scan of cell $(i, j)$ from cell $(x, y)$, the coverage in $(i, j)$ is $C_{ij} = p_{\text{scan}}(d(x, y, i, j), O_{ij})$. The conditional probability of non-detection (i.e., the miss probability, or the non-coverage) is $1 - C_{ij} = 1 - p_{\text{scan}}(d(x, y, i, j), O_{ij})$. Given independent detections and following a scan in cell $(i, j)$
from cell \((x', y')\), the non-coverage in cell \((i, j)\) is \(1 - C'_{ij} = (1 - C_{ij})(1 - p_{\text{scan}}(d(x', y', i, j), O_{ij}))\). Therefore, the updated coverage of cell \((i, j)\) is \(C'_{ij} = 1 - (1 - C_{ij})(1 - p_{\text{scan}}(d(x', y', i, j), O_{ij}))\) leading to the update equation (2).

\[
C'_{ij} := C_{ij} + (1 - C_{ij})p_{\text{scan}}(d(x', y', i, j), O_{ij}).
\] (2)

The required coverage is represented by a \(m \times n\) matrix \(D\) such that \(D_{ij}\) represents the required minimum coverage that must be attained in cell \((i, j)\). The required coverage is achieved when \(D \leq C\).

A **CPPIED** problem instance is defined as a tuple \((T, O, D, p_{\text{scan}}, (i^{\text{init}}, j^{\text{init}}))\) where \((i^{\text{init}}, j^{\text{init}})\) is the initial location cell of the robot.

IV. A HYBRID ALGORITHM BASED ON DYNAMIC PROGRAMMING AND THE TRAVELING SALESMAN

The goal of the proposed algorithm is to define, in lexicographic order, a feasible shortest path (the first objective), consisting of segments, that also minimizes the number of turns (the second objective). A segment is a set of horizontally or vertically adjacent cells that does not contain any turns. The algorithm is composed of two main phases. In the first phase, we construct a set \(S\) of disconnected segments such that a robot traveling along all these segments will achieve the required coverage \(D\). In the second phase, we use a TSP reduction to optimally connect the segments obtained in phase 1 and form the desired path \(P\). This is similar to the TSP formulation used in [2] to connect paths in sub-areas of a harbor environment.

Our algorithm proceeds as follows:

1) Initialize the robot’s path \(P\) to an empty path, the set of segments \(S\) used to construct path \(P\) to the empty set, and the current coverage matrix \(C\) to the null matrix. At each iteration, construct and choose a set of horizontal or a set of vertical segments that maximizes coverage gains (rewards) \((H^*\text{ or } V^*)\) and add it to \(S\) (Section IV-A). Iterate until the required coverage is attained by the segments of \(S\), i.e., \(D \leq C\).

2) Link the segments of \(S\) in an optimal fashion to obtain a feasible path \(P\) of minimal length (and minimal number of turns) (Section IV-B).

The aim in phase 1 is to construct a segment set \(S\) allowing the robot to achieve the required coverage with the shortest possible path. Therefore, we need short segments. Intuitively, a set \(S\) with a small cardinality is desirable as well since it will lead to a lower number of turns in phase 2.

A. Greedily Choosing a Set of Segments \(S\)

Some difficulties in constructing a segment set \(S\) arise due to the extended sensor’s range since multiple detections in a given cell may arise from two different segments or more. To overcome this difficulty, we impose, at each iteration, a \(2r\) spacing constraint within the set \(H^*\) of horizontal segments and the set \(V^*\) of vertical segments. Therefore, the rewards of the parallel segments are independent, which allows us to use polynomial time dynamic programming algorithms to compute both the reward of a robot traveling on a segment, and the optimal sets of segments \(H^*\) and \(V^*\).

In order to compute the horizontal gain in cell \((i, j)\), \(H_{ij}\), let \(p^C(i, j, k)\) be the updated probability of detection when a cell \((i, j)\) is scanned from a distance of \(k\) cells:

\[
p^C(i, j, k) = C_{ij} + (1 - C_{ij})p_{\text{scan}}(k, O_{ij}).
\] (3)

The gain obtained by scanning cell \((i, j)\) from distance \(k\) can be defined as:

\[
g(i, j, k) = \begin{cases} \min \{D_{ij}, p^C(i, j, k)\} - C_{ij} & C_{ij} < D_{ij}; \\ -\lambda & C_{ij} \geq D_{ij}. \end{cases}
\] (4)

If cell \((i, j)\) is not already covered, i.e., \(C_{ij} < D_{ij}\), the gain equals the increment in probability of detection in \((i, j)\) up to the required probability of detection value, i.e., \(\min \{D_{ij}, p^C(i, j, k)\} - C_{ij}\). Otherwise, cell \((i, j)\) is covered, i.e., \(C_{ij} \geq D_{ij}\), and we impose a small penalty \(\lambda\) for overcoverage. Let \(G(i, j)\) be the sum of the gains, in probability of detection, in the cells within the range of the robot:

\[
G(i, j) = \sum_{k=1}^{r} g(i - k + 1, j, k) + \sum_{k=1}^{r} g(i + k, j, k).
\] (5)

Since we wish to find the shortest possible segment with the highest coverage, the segment ends before the first cell which gain \(G(i, j)\) is less than or equal to zero. Therefore, the horizontal gain of a cell \((i, j)\), \(H_{ij}\), is defined as follows:

\[
H_{ij} = \begin{cases} G(i, j) & G(i, j) > 0; \\ -\infty & G(i, j) \leq 0. \end{cases}
\] (6)

The endpoints \(a\) and \(b\) that define the segment \(h_i\) such that the sum of its gains is maximal are identified for each row \(i\) as follows:

\[
K(h_i) = \max_{a, b} \sum_{j=a}^{b} H_{ij}. \tag{7}
\]

This problem, called the **Maximum subarray** problem, is solvable in linear time using Kadane’s algorithm [23], a simple example of dynamic programming.

The optimal horizontal set \(H^*\) is the subset of segments that maximizes the sum of the horizontal gains over the rows subject to a \(2r\) spacing constraint:

\[
\max_{I \subset \{1 .. m\}, |i = i' \in I|} \sum_{i \in I} K(h_i) \geq 2r i \geq 2r i \leq m, \tag{8}
\]

We compute \(H^*\) using the following recurrence relation:

\[
h^*_i = \begin{cases} K(h_i) & 1 \leq i \leq 2r; \\ \max \{h^*_{i-1}, K(h_i) + h^*_{i-2r}\} & 2r < i \leq m, \end{cases} \tag{9}
\]

where \(h^*_i\) is the maximum gain achieved by a robot when it travels along segment \(h_i\). With this technique, choosing an optimal set of segments under a \(2r\) spacing constraint is done in polynomial time. The set \(V^*\) is computed in the same fashion following a map rotation of 90°. The set among \(H^*\) or \(V^*\) providing the highest coverage is added to \(S\). Ties are broken using the set with the smallest cardinality. Note that there is no spacing constraint in \(S\).
1) Example: Fig. 3 presents an example for choosing an optimal segment set on a $6 \times 6$ grid with $r = 1$. In each cell of the grid, we indicate the number of robot scans needed to achieve the required coverage $D$. This number is an upper bound that depends on the seabed type, on the current coverage matrix $C$, and on the probability of detection $p_{\text{scan}}$. The set $S$ is initialized to the empty set (Fig. 3a), and $C = 0$. At iteration 1 (Fig. 3b), the procedure generates a first set $H^*$ of horizontal segments and a first set $V^*$ of vertical segments. $H^*$ is then added to $S$ ($V^*$ is equivalent in terms of gain, in this case). At iteration 2 (Fig. 3c), the updated current coverage matrix $C$ is used to compute two new sets $H^*$ and $V^*$. The algorithm adds $V^*$ to $S$ since it achieves a higher gain. At iteration 3 (Fig. 3d), the algorithm chooses $V^*$ (a single segment) and adds it to $S$.

B. Reducing to a TSP and Reconstructing the Path P

In this phase, a connected path $P$ including all the segments in $S$ is constructed using a TSP reduction. Let $\mathcal{V}(G)$ be the set of nodes of graph $G$, $\mathcal{E}(G)$ be its set of edges, and $c(e)$ be a cost function on $\mathcal{E}(G)$. The goal is to find a cycle of minimal cost that visits each node once.

For each segment $s_i$ in $S$ with endpoints $u_i$ and $w_i$, we create three nodes in $\mathcal{V}(G)$: $u_i$, $v_i$, and $w_i$ and two edges $(u_i,v_i)$ and $(v_i,w_i)$. The node $v_i$ is a dummy node used to force the algorithm to travel over the segment between $u_i$ and $w_i$. The cost of these two edges is null. For every pair of segments $s_i$ and $s_j$ in $S$, we create four edges: $(u_i,u_j)$, $(u_i,w_j)$, $(w_i,u_j)$, and $(w_i,w_j)$. The cost of these edges corresponds to the shortest distance in the number of robot’s moves needed to connect the endpoints. Finally, let $u^*$ be the starting position of the robot. We create a source node $u^*$ connected to all endpoints of the segments with distances given by the shortest distance in number of moves. We create a sink node $w^*$ connected to all segments’ endpoints with a null distance. We create a dummy node $v^*$ that is connected to $u^*$ and $w^*$ by two edges of null cost.

Solving the TSP consists of finding a cycle of minimum cost that passes through each node exactly once. Note that such a cycle would have to visit each node $v_i$ once. Since this node is only connected to the two endpoints $u_i$, $w_i$, it forces the cycle to enter by one endpoint of the segment and to leave by the other endpoint. The same principle applies for the node $v^*$ that is only connected to the source node $u^*$ and the sink node $w^*$. Therefore, a cycle starts at node $w^*$, visits all the segments, and returns to $w^*$ through $v^*$. Removing the node $w^*$ and $v^*$ from the cycle yields the solution path $P$ we are looking for. To find the lowest cost cycle, and therefore the solution path, we chose the Concorde solver [24].

1) Example: Fig. 4 shows a TSP reduction and a path reconstruction example on the segments set $S$ of Fig. 3. First, the reduction process generates the graph nodes represented by dots on Fig. 4a. The robot starts in cell $(1,1)$. Therefore, the source node $u^*$ is positioned in $(1,1)$, the sink node $w^*$ and the dummy node $v^*$ are positioned at the same place. Second, it links the segments endpoints by creating edges. Fig. 4b shows the edges added to the graph $G$ for segments $s = (u,v,w)$ and $s' = (u',v',w')$. Third, on Fig. 4c, the Concorde solver finds an optimal cycle that starts from the source and goes through all the nodes before returning to the source node $u^*$ by the sink node $w^*$ then the dummy node $v^*$. Finally, on Fig. 4d, the robot’s path is reconstructed. As shown, there are no links between the last robot’s position $(4,3)$ and its initial position in $(1,1)$: We simply ignore the sink and the dummy nodes during path reconstruction.
TABLE I

PROBLEM INSTANCES PUBLISHED IN [7]

<table>
<thead>
<tr>
<th>No.</th>
<th>Ocean bed</th>
<th>Required coverage</th>
<th>Detection prob.</th>
<th>$p^\text{can}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[7, Fig. 5.1]</td>
<td>0.9</td>
<td>0.7 0.8 0.8</td>
<td>0.51 0.51 0.51</td>
</tr>
<tr>
<td>2</td>
<td>[7, Fig. 5.4]</td>
<td>0.9</td>
<td>0.7 0.8 0.75</td>
<td>0.8 0.8 0.8</td>
</tr>
<tr>
<td>3</td>
<td>[7, Fig. 5.8]</td>
<td>0.9</td>
<td>0.7 0.8 0.99</td>
<td>0.7</td>
</tr>
<tr>
<td>4</td>
<td>[7, Fig. 5.11]</td>
<td>0.75</td>
<td>0.7 0.8 0.8</td>
<td>0.51 0.51 0.51</td>
</tr>
<tr>
<td>5</td>
<td>[7, Fig. 5.14]</td>
<td>0.75</td>
<td>0.7 0.8 0.75</td>
<td>0.8 0.8 0.8</td>
</tr>
<tr>
<td>6</td>
<td>[7, Fig. 5.16]</td>
<td>0.9</td>
<td>0.7 0.8 0.99</td>
<td>0.7 0.8 0.8 0.9</td>
</tr>
<tr>
<td>7</td>
<td>[7, Fig. 5.18]</td>
<td>0.85</td>
<td>0.7 0.8 0.8</td>
<td>0.7 0.8 0.8 0.9</td>
</tr>
</tbody>
</table>

V. EXPERIMENTATION

We present the results of our DpSweeper algorithm, implemented in C++, obtained on an Intel(R) Core(TM) i7-Q740 CPU with 8 GB of RAM. A comparison with the results of the HCPP algorithm on seven instances published in [7] is included. Table I summarizes the instances in increasing order of complexity. The robot starts in the top left corner of the grid. The required coverage matrix $D$ is uniform, i.e., all cells have the same required coverage probability. We use a range $r = 3$. The seabed maps $O$, containing more than 21000 cells, can consist of three different seabed types: flat (f), ripples (r), and complex (c) seabed. The first instance [7, Fig. 5.1] has a flat seabed: a lawnmower pattern is sufficient to cover it. The second [7, Fig. 5.4] is made of a flat seabed with a rectangular complex seabed patch in the middle. The third [7, Fig. 5.8] has three complex seabed patches. The fourth [7, Fig. 5.11] has a circle of complex seabed in the middle. The fifth [7, Fig. 5.14] has a fragmented circle of complex seabed in the middle. The sixth [7, Fig. 5.16] is a real map containing three different seabed types. The seventh [7, Fig. 5.18] is a realistic randomly generated map containing three different seabed types.

Table II presents the results of both the HCPP and the DpSweeper algorithms. As in [7], we use the following lexicographic order of criteria: First minimize path length, then the number of turns. The required coverage is attained in all cases. We see that the DpSweeper algorithm outperforms the HCPP algorithm on the first criterion in all instances except for instances 2 and 5. Following a close inspection of the figures published in [7], we noticed that on the spot 180° turns were allowed. Our more restrictive assumptions (not allowing on the spot 180° turns), although not a DpSweeper limitation, are closer to the physical constraints of AUVs and actually favor HCPP. This may explain the slightly longer path we found on instances 2 and 5. For the instances 6 and 7, our solution has significantly more turns than HCPP. On these instances, generating more turns was necessary to diminish the path length of respectively more than 15% and 20% when compared to [7], which is coherent with the lexicographic order of the minimization objectives.

The DpSweeper algorithm solved instances 1 to 4 in one second or less and instance 5 in two seconds. The solving times of the most realistic instances (6 and 7) are within a minute. These times include both the segment generation process and the Concorde solver calls. We chose to use Concorde instead of a TSP heuristic since it is the state of the art: It solves most TSPLIB [25] instances (sometimes with more than 2000 nodes) within a few minutes. Although Concorde may consume more time than a heuristic, it finds the optimal tour to all our instances within a few seconds.

Fig. 5 shows some of the solutions provided by our algorithm. On the problem 3 (Fig. 5a), we see the tendency of the algorithm to generate a simple lawnmower pattern that minimizes both the path length and the number of turns. It starts with a horizontal lawnmower pattern. Then, on the third row, it follows a vertical lawnmower to cover the complex seabed patches. Finally, it comes back to its
horizontal lawnmower pattern to cover all the grid. We notice a similar behavior on problem 5 (Fig. 5b). The seabed of this grid forces the algorithm to adapt the length of each segment to follow the fragmented circle edges. For problem 6 (Fig. 5c), the algorithm first plans a complete lawnmower pattern. Then, it goes up towards and over the closest ripples seabed and the complex patches. Finally, it passes over complex seabed patches again to achieve the required coverage, and then aims for the furthest ripples patches. It ends its course on the left hand side of the map. A similar behavior occurs in Fig. 5d.

In addition to its superior results, the main advantage DpSweeper over HCPP is that it is general, and contrary to HCPP, does not require lengthy, instance specific, fine-tuning. Furthermore, its very short computational time makes it possible to obtain a high quality path rapidly, an important characteristic for algorithms in practical contexts.

VI. CONCLUSION

We have presented a novel algorithm (DpSweeper) for coverage path planning using imperfect sensors with an extended detection range (CPPIED). In order to obtain shortest feasible paths with small numbers of turns, the algorithm consists of two main phases: (1) greedily constructing a partial path made of segments to guarantee that the required coverage is achieved (dynamic programming); (2) optimally linking segments to create a path that is within the robot’s physical constraints (TSP reduction). The algorithm yields favorable results in a very short time compared to the literature. It is flexible and can be applied to general complex seabed environments. In contrast with the only other algorithm that tackles the CPPIED problem, it does not require customized fine-tuning for individual environments. Even though the TSP problem is NP-hard [26], the instances resulting from our real and practical CPPIED problem instances are within the reach of the Concorde TSP solver that we used. TSP reductions are found in the literature to solve part of decomposed coverage problems (e.g., [2]) or other similar problems (e.g., [27]). However, most of them use the TSP to find a sequence of large regions where they assume a fixed coverage pattern. We use the TSP directly to order a sequence of path components (segments) on the whole environment. Our algorithm is not limited to an underwater context and may be used in other obstacle-free environments.

ACKNOWLEDGMENT

We wish to thank P. Giguère for his insightful suggestions, and the Ocean Systems Lab for providing us with the problem instances found in [7].

REFERENCES